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Abstract 
 

Background and purpose: Today, information systems and databases are widely used and in 

order to achieve higher accuracy and speed in making diagnosis, preventing the diseases, and choosing 

treatments they should be merged with traditional methods. This study aimed at presenting an accurate 

system for diagnosis of diabetes using data mining and a heuristic method combining neural network and 

particle swarm intelligence. 

Materials and methods: In this applied research, along with the training of the neural network, 

a particle swarm optimization algorithm was used to determine the weight of the optimal neural networks 

using RapidMiner Software on pima Indian Diabetes Dataset for 768 patients.  
Results: The proposed algorithm was found to be in line with the real model. The highest 

accuracy, specificity, and sensitivity of the method, with 50 different tests, were 94.1%, 92.88%, and 

92.12%, respectively. 

Conclusion: In this study, average modeling error as a target function was minimized after a series of 

repetitions. By increase in initial population and number of replications, in addition to improving the accuracy 

of the proposed method, the sensitivity parameters and the positive predictive value ere improved. In fact, 

sensitivity and accuracy of the proposed method is better and higher than previous similar methods. 
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  درانــازنـــی مـکـــزشــوم پــلــگاه عشــــه دانــلـمج
  )22-30(   1399سال    ر آذ    191سی ام   شماره دوره 

 23        1399، آذر  191دوره سی ام، شماره                                        مجله دانشگاه علوم پزشکی مازندران                                                                   

 پژوهشی

  با استفاده از  2نوع پیش بینی ابتلا به دیابت مدل
 کاوي دادههاي  الگوریتم

  
     1امیر پناه

  2سامره فلاحپور  

  چکیده
هاي سنتی براي دستیابی ادغام آن را با شیوه ،هاي دادهو پایگاه هاي اطلاعاتاستفاده گسترده از سیستم و هدف: سابقه

ها به یک الزام تبدیل گیريهاي درمان و تصمیمشگیري بیماري و انتخاب روشبه دقت و سرعت بالاتر جهت تشخیص و پی
ارائه یک سیستم دقیق براي تشخیص بیماري دیابت با استفاده از تکنیــک داده کــاوي و بــه  این مطالعه با هدفکرده است. 

  .ام پذیرفت، انجکارگیري یک روش ابتکاري شامل ترکیب شبکه عصبی با الگوریتم هوش دسته جمعی ذرات
در این مطالعه کاربردي، همراه با آموزش شبکه عصبی از الگوریتم هوش دسته جمعی ذرات جهــت  ها:مواد و روش

بیمــار درکشــور  768مربوط به  pimaافزار رپیدماینر بر روي مجموعه داده تر اوزان شبکه عصبی با استفاده از نرمتعیین بهینه
  هند استفاده گردید. 

بــه طــوري کــه  مــدل واقعــی باشــد رسی انجام شده نشان می دهد که الگوریتم پیشنهادي می تواند منطبق بربر ها:یافته
 ،88/92، 1/94آزمــایش مختلــف، بــه ترتیــب  50ویژگی و حساســیت در روش پیشــنهادي بــا تعــداد  ترین مقدار دقت،بیش

  می باشد. درصد 12/92
متوسط خطاي مدلسازي به عنوان تابع هدف بعد از یکسري  ،2ع در روش پیشنهادي مدل پیش بینی دیابت نو استنتاج:

تکرار کمینه شد با افزایش جمعیت اولیه و تعداد تکرارها علاوه بر افزایش دقت روش پیشــنهادي باعــث بهبــود پارامترهــاي 
کــه در  مشــابه هــايروشپیشنهادي نسبت بــه  روش دقت حساسیت، که طوريبینی مثبت نیز شد بهپیش ویژگی ،حساسیت

  باشد.تر میبهتر و بیش گذشته بکار رفته بود،
  

  دیابت، شبکه عصبی، هوش دسته جمعی ذرات داده کاوي، واژه هاي کلیدي:
  

  مقدمه
 بــه فــردي هاي منحصرداراي ویژگی هاي پزشکیداده

هــاي نــاهمگن بــودن داده شاملها هستند که برخی ازآن
 وجود مشــکلاتبا  باشد.می قانونی پزشکی، موارد اخلاقی،

 ود دارد،ـپزشکی وجه داده کاوي ـی که در زمینـو موانع
 هاي تحلیلکلیدي روشهاي پزشکی و نقشاهمیت داده

هــا در ســلامت دادهاز ایــن  دست آوردن دانش مفیدو به
بشر، منجر شده است که داده کاوي پزشــکی تبــدیل بــه 

 هــاي کــاري داده کــاوي شــود وترین حوزهیکی از مهم
 و زمینــه رشــد ن فراوانــی از سراســر دنیــا، درــــمتخصص

  ها گامها و ابزارهاي کسب دانش از این دادهتعالی روش
  

  :samere.fallahpour@gmail.com: E-mail   فن آوري دانشگاه علوم پزشکی مازندران میدان معلم، معاونت تحقیقات و :ساري -سامره فلاح پور مولف مسئول:
  موسسه آموزش عالی هدف، ساري، ایران ،ي تیآو  گروه کامپیوتر مربی، .1
 کارشناسی ارشد مهندسی نرم افزار، دانشگاه علوم پزشکی مازندران، ساري، ایران. 2
 : 20/7/1399تاریخ تصویب :               7/10/1398تاریخ ارجاع جهت اصلاحات :            2/6/1398 تاریخ دریافت  
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شــود مــی موجــبعــاملی کــه تــرین مهم .)4،6-1(بردارند
کــاوي اســتفاده هــاي پزشــکی از دادهمدیران در ســازمان

شناخت این مطلب اســت کــه داده کــاوي قابلیــت  ،کنند
تولید اطلاعاتی که بتواند براي تمــام شــرکاي درگیــر در 
صنعت پزشکی سودمند باشد، را دارا اســت. بــه عبــارتی 

ها، انتواند براي بیمارستداده کاوي در حوزه پزشکی می
ــد باشــدکلینیــک ــاران مفی ــا، پزشــکان و بیم ــاکنون  .ه ت

هاي کشف دانش زیادي در حوزه پزشکی انجــام فعالیت
هاي بیولوژیکی افراد و بیمــاران توســط شده است و داده

هاي مختلف داده کاوي مورد تجزیه و تحلیل قرار روش
ها گرفته اند و روابط و الگوهاي پنهان در میان انبوه داده

 هــاي چنــدیکی از بیماري .و استخراج شده است کشف
عاملی کــه غربــالگري آن در جامعــه از اهمیــت خاصــی 

است. عوامــل خطرســاز در  2برخوردار است دیابت نوع 
بی تحرکــی یــا  اضافه وزن و چاقی، 2ابتلا به دیابت نوع 

نــژاد،  ر کم،یبکم تحرکی، رژیم غذایی با چربی بالا و ف
هر  کم هنگام تولد و غیره است.سابقه فامیلی، سن، وزن 

 تر درتر باشد بیشچه تعداد عوامل خطرساز در فرد بیش
 از. )3(گیــردقــرار مــی 2نــوع  معرض خطر ابتلا به دیابت

 اطلاعــات، این از حجم زیادي بررسی و کاوش طرفی

 یــافتن براي کارآمد و موثر هايروش از استفاده نیازمند
 از اســتفاده که باشدیم اطلاعات این در مربوط الگوهاي
 بنــديدسته خصوص به کاوي داده مختلف هايتکنیک

   در شــایانی کمــک توانــدمــی شــونده تکــرار الگوهاي و
در  2افــزایش شــیوع دیابــت نــوع  .)7،8(زمینــه باشــد ایــن
حــال توســعه از  ي دنیا به خصوص در کشورهاي درهمه

در  2دیابــت نــوع  جمله ایران، نوعی اعلام خطــر اســت.
تر جوامع به یک اپیدمی تبدیل شده است و شــواهد بیش

ي هاي پیشگیرانهدهد که اگر اقداماپیدمیولوژي نشان می
د، شیوع دیابت به طور جهــانی افــزایش نشومؤثري انجام 
 رود دربراساس برآوردها، انتظــار مــی .)5،9(خواهد یافت

 330تعــداد افــراد دیــابتی در دنیــا بــه بــیش از  2050سال 
ها در برابر تعداد دیابتی نفر برسد که این تعداد دومیلیون 

خواهد بود. همچنین، بسیاري از موارد جدیــد  2000سال 

ابتلا به دیابت مربوط به کشورهاي در حال توســعه اســت 
تــرین افــزایش را در رســد خاورمیانــه بــیشکه به نظر می

تغییر عمــده و . خواهد داشت 2030شیوع دیابت در سال 
زندگی مردم این کشورها باعث افزایش  سریع در سبک

 هاي غیرواگیرشیوع چاقی و سایر عوامل خطرساز بیماري
مانند فشارخون بالا و اختلال در چربی شده است کــه در 

تــرین عوامــل ســبب شــناختی سراسر دنیا به عنوان عمــده
شــناخت  انــد.شــناخته شــده 2مربوط به بروز دیابت نــوع 

دیابت یک اقــدام اساســی عوامل خطرساز مؤثر در بروز 
ــه ــراي برنام ــت ب ــگیري از دیاب ــاي پیش ــوعه ــر  2 ن در ه

اي است چرا که کاهش دادن این عوامل خطرساز جامعه
خواهد شد. در ایــن  2نوع  باعث کاهش نرخ بروز دیابت

ی براي تعیین اثر عوامل خطرساز و یهامیان، یافتن معادل
اهمیــت هــا بــا ابــتلا بــه دیابــت، داراي شدت ارتبــاط آن

 توجه به اهمیت و بار فردي و اجتماعی این با فراوان است.
لزوم شناسایی افراد در معرض خطر براي ابتلا به  بیماري،

رو، نیاز به سیستمی که بتوانــد از این دیابت مشهود است.
داشــته  بینــی ایــن بیمــاريدقت بالا در تشــخیص و پــیش

اوي کهاي مختلفی در دادهروش شود.احساس می باشد،
جهت کشف دانش و یافتن الگوي پنهان وجود دارد که 

 ســازيشبکه عصبی مصنوعی یکی از بهترین ابزارهاي مدل
هــا از مجموعــه اي باشد. این الگوریتمدر داده کاوي می

گــره ورودي  اند که هــرها به نام نرون ساخته شدهاز گره
هایی با وزن خاص دارنــد. هــر گــره براســاس و خروجی

هــا دهد. بین گــرهاي انجام می، محاسبه سادهتابعی خاص
 اتصالاتی وجود دارد که براساس معماري شبکه مشخص

در کارهــاي گذشــته الگــوریتم مناســب و یــا  شــوند.مــی
هاي داده کاوي جهت تشخیص بیماري ترکیب الگوریتم

هاي بــه کــار بــرده الگوریتم استفاده نشده و 2دیابت نوع 
و حتــی  اســت ی نداشــتهیشده دقت تشخیص بســیار بــالا

ها براي افــزایش دقــت، زمــان انجــام بعضی از این روش
آموزش شــبکه با در این مطالعه دهند. کار را افزایش می

یــک  ،عصــبی از الگــوریتم هــوش دســته جمعــی ذرات
بــا  2نــوع  سیســتم دقیــق بــراي تشــخیص بیمــاري دیابــت
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  امیر پناه و همکاران     
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 پژوهشی

همزمــان کــه  شدئه داده اارکاوي استفاده از تکنیک داده
بــه ، بــا ی زمــان مناســبیفزایش دقت و بالا بردن کارابا ا

 کارگیري یک روش ابتکاري شامل ترکیب شبکه عصبی
  .باشدبا الگوریتم هوش دسته جمعی ذرات می

  

  مواد و روش ها
اســتفاده  pimaمطالعه کاربردي، از دیتا ست در این 

بینی دیابت افراد شده است. این مجموعه داده شامل پیش
داده بــا  768باشد. تعــداد سال می 5مدت هندي در طول 

نفــر  268باشــد کــه مــی هشت ویژگی و ســتون برچســب
  .)10(باشندنفر سالم می 500بیمار و 
  

  امل موارد زیر است.مراحل الگوریتم پیشنهادي ش
 زیــر یک شبکه عصبی مصنوعی چند لایه با مشخصــات )1

   .شودتعریف می
 مطالعــهن کــار رفتــه در ایــه شبکه عصبی مصنوعی بــ -

دهنــده باشــد کــه نشــانفقط داراي یــک خروجــی مــی
   شخص از نظر سالم بودن یا بیماري است. وضعیت

    lNهاي شبکه عصبی:تعداد لایه -
   iNام: iهاي لایه تعداد گره -
   i,jBام: jام در لایه  iمقدار بایس گره  -
بــا  هاي شبکه عصبی مصنوعی پیشــنهاديتعداد ورودي -

شــود کــه بــه انــدازه تعــداد ان داده مــینشــ fn پارامتر
باشــد (مجموعــه می pimaهاي مجموعه داده ویژگی

هــا در کار رفته در این مطالعه) که این ویژگیهداده ب
  زیر بیان شده است.

  تعداد دفعات بارداري -
ساعت در یک آزمــایش  2غلظت گلوکز پلاسما در  -

  تحمل گلوکز خوراکی
  متر جیوه)فشار خون دیاستولیک (میلی -
  متر)(میلی ضخامت پوست چین سه سر -
  ساعته 2سرم انسولبن  -
  )2 ^(قد در متر) دنی (وزن در کیلوگرم/شاخص توده ب - 

  2عملکرد ارثی دیابت نوع  -
    )سن (سال -

  

تعداد لایه هــاي شــبکه عصــبی پیشــنهادي و تعــداد 
 inln ام شبکه عصبی به ترتیب با پارامتر iي هاي لایهگره
شود. در شبکه عصبی پیشــنهادي هــر گــره داده می نشان

ــه آن  ــادیر اوزان ورودي ب ــا مق ــه ب ــاس دارد ک ــک بای   ی
ام را بــا  jام در لایــه  iشــوند. بایــاس گــره گره جمع مــی

شود. تعداد متغیرهایی که روش نشان داده می i,jbپارامتر 
یابنــد بــا پیشنهادي، با آمــوزش شــبکه عصــبی تغییــر مــی

   گردد.حاسبه میم 1فرمول شماره 
  

  :  )1(فرمول شماره 

 
  
سازي اوزان شبکه عصبی مصــنوعی  جهت بهینه )2

 از ،یک تابع هدف که میانگین خطــاي مدلســازي اســت
   .شوداستفاده می 2شماره فرمول 

           ):2(فرمول شماره 

  
جهت یافتن کمینه تابع هدف به کمک الگوریتم  )3

    ه درستی فرموله شود.ذرات نیاز است متغیرهاي مسئله ب
کــار رفتــه مقــادیر ههاي بــدر لایه اول علاوه بر وزن

هــا هــا یــا لایــهبــه وزن 3 شــماره بایاس نیز مطابق فرمــول
مقــدار مــاتریس  1wاضــافه شــده اســت. در ایــن رابطــه 

   هاي جمع شده با آن است.ها و بایاسوزن
  

  : )3فرمول شماره (

  
یه اول است کــه ماتریس بایاس لا 1Bدر این رابطه، 

   شود.نشان داده می 4به شکل فرمول شماره 
  

   :                   )4فرمول شماره (
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هاي رابطه بالا، برابر با تعداد گره هــاي تعداد بایاس
در لایه دوم، جهت مشخص نمــودن  باشد.می nلایه اول یا 

تــوان مــاتریس گــره را مطــابق هاي فعال و غیر فعال میگره
  تعریف نمود.  5 ارهفرمول شم

             :)5فرمول شماره (

  

هــاي لایــه دوم که به تعــداد گــره nodeدر ماتریس 
سطر دارد، در صورتی که گره فعــال باشــد مقــدار آرایــه 

و در صورت غیــر فعــال بــودن گــره،  1متناظر با آن برابر 
ارتباط بین لایه  باشد.می 0مقدار آرایه متناظر با آن برابر 

بــه شــکل فرمــول  2wتوان بــا مــاتریس وم را میدوم و س
 هــاي لایــه دوم و ســومنشان داد. در این رابطــه وزن 6شماره 

نشــان داده  2Bبا مقادیر بایاس لایــه دوم کــه بــا مــاتریس 
 2Bمــاتریس  7شوند. فرمول شــماره شده است، جمع می

  هاي لایه دوم است. را نشان داده است که شامل بایاس

       :  )6فرمول شماره (
  

        :       )7(فرمول شماره 
  

هاي مــورد نظــر را بــه شــکل یــک توان ماتریسمی
نشان داد و از آن به  1شماره  تصویرآرایه خطی و مطابق 

  عنوان جمعیت اولیه الگوریتم ذرات استفاده نمود.
  

  
  

  فرموله سازي جمعیت اولیه در الگوریتم ذرات :1شماره  تصویر
  

بــه عنــوان جمعیــت  1تصویر شماره ر اي که دآرایه
ــورد اســتفاده الگــوریتم هــوش ازدحــامی ذرات  ــه م اولی

داراي متغیــر  1شــماره شــود مطــابق فرمــول اســتفاده مــی
  باشد.مختلف می

  
) در این مرحله تعدادي از بردارهاي نشان داده در 4

 به عنــوان جمعیــت اولیــه الگــوریتم ذرات در 1شکل شماره 
 هايشبکه عصبی مصنوعی را با دادهشود و نظر گرفته می

هاي اولیــه آمــوزش دیابت آموزش داده و با این جمعیت
بیند و مراحل الگــوریتم ذرات روي ذرات بــه اجــراء می

 شودشود. در هر مرحله بهترین ذره انتخاب میگذاشته می
 شــبکه و در تکرار آخر بهترین ذره سراسري انتخاب شده و

در مرحلــه  .گــرددسازي مــیبراساس این ذره سراسري مدل
ذرات بــا ابتــدایی الگــوریتم هــوش دســته جمعــی ذرات، 

در طــی  شــوند.هاي تصادفی ایجاد مــیها و سرعتموقعیت
اجراي الگوریتم، موقعیت و ســرعت هــر ذره در مرحلــه 

t+1  ام از الگوریتم ذرات، از روي اطلاعات مرحله قبلی
 باشــد، xر ام از بــردا jي مولفــه jx شــوند. اگــرساخته می

 دهنــدآنگاه روابطی که سرعت و موقعیت ذرات را تغییر می
  شود.محاسبه می 2و رابطه شماره  1طبق رابطه شماره 

  
	:		)1رابطه شماره ( 	

  

 
  

  :        )2(رابطه شماره 
  
در این مرحله از داده هاي آزمون جهت ارزیابی  )5

  روش پیشنهادي استفاده می شود.
  پیشنهادي معیارهاي ارزیابی روش

ــا  ــه آن ب ــنهادي و مقایس ــابی روش پیش ــت ارزی جه
 سه معیار دقت، 2هاي تشخیص بیماري دیابت نوع روش

بکــار گرفتــه شــده  مطالعاتویژگی و حساسیت در اکثر 
است. مقدار درصد دقت در بهترین و بدترین حالــت بــه 

نشــان  100مــی باشــد و نزدیکــی بــه عــدد  100و  0ترتیــب 
وب الگــوریتم پیشــنهادي اســت. در دهنده دقت مناسب و خ

  نحوه محاسبه این معیار نشان داده شده است. 3رابطه شماره
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 پژوهشی

  :  )3(رابطه شماره 
Accuracy= (TP+TN) / (TP+FP+TN+FN) 

  
   .این رابطه به شرح ذیل است رفته در کارهمقادیر ب

- TP1ها تشخیص : افراد دیابتی که به درستی بیماري آن
   داده شده است.

 - TN2 : شوندمیدرستی سالم تشخیص داده که بهسالمیافراد.    
- FP3شوند.که به غلط دیابتی تشخیص داده می: افرادي  
- FN4.افرادي که به غلط سالم تشخیص داده می شوند :  

 
توان بــه جهت محاسبه معیار ویژگی و حساسیت می

 استفاده نمود. 5 و 4 شماره ترتیب از رابطه

  
 Specificity=TN/(FP+TN)            ):  4رابطه شماره (

  

  Sensitivity=TP/(TP+FN):                 )5رابطه شماره (
  

مقادیر معیارهاي ویژگی و حساســیت در بهتــرین و 
  باشند.ترتیب صد تا صفر درصد می بدترین حالت به

  

  یافته ها
درصد  90سازي روش پیشنهادي حدود جهت پیاده

عنــوان را بــه pimaموعــه داده هاي موجــود در مجاز داده
ها را جهــت ارزیــابی و تســت داده آموزشی و مابقی داده

هاي تست و یــادگیري در مورد استفاده قرار گرفت. داده
هر اجراي برنامه به شکل تصادفی انتخاب شدند. تکــرار 

انتخــاب  50، 100، 150، 200الگوریتم ذرات بــه ترتیــب
 ،2و 1ره شـــماطورکـــه در نمودارهـــاي همـــان گردیـــد.

ــزایش تکــرار الگــوریتم ذرات    مشــخص شــده اســت اف
در روش پیشــنهادي باعــث افــزایش عملکــرد معیارهــاي 

بینی منفی بینی مثبت، پیشپیش گیژوی ،حساسیت ،دقت
دهد در حالــت شود. نتایج تحلیل این اشکال نشان میمی

                                                
1. TP: True Positive 
2. TN: True Negative 
3. FP: False Positive 
4. FN: False Negative 

کلــی افــزایش جمعیــت اولیــه دقــت روش پیشــنهادي را 
لیــل و مقایســه دقــت روش دهــد. جهــت تحافزایش مــی

 پیشنهادي با روش دیگر تشخیص بیماري دیابــت، جمعیــت
 در نظرگرفته شــد و جهــت 200اولیه و تعداد تکرار هرکدام 

در  .آزمایش جداگانــه انجــام گرفــت 50تر ارزیابی دقیق
هــاي مبتنــی روش پیشنهادي را با روش ،1 شماره جدول

 گییژو ،حساسیت ،بر یادگیري ماشین با معیارهاي دقت
مورد مقایسه و ارزیــابی قــرار گرفــت. اطلاعــات جــدول 

و  دهد، روش پیشنهادي از نظر معیار دقــتنشان می 1شماره 
جدول عملکرد  این هاي مندرج درویژگی از سایر روش

ـــا بهتـــري دارد. نمـــودار مقایســـه اي روش پیشـــنهادي ب
  نشان داده است. 1 شماره نمودارهاي ذکر شده در روش

  
مقادیر پارامتر هاي بکار رفته در روش پیشــنهادي  :1اره جدول شم

  براساس درصد
  

  دقت  روش
  (درصد)

  حساسیت
  (درصد)

  ویژگی
  (درصد)

LS-SVM  2/78  80  9/73  
PCA-LS-SVM  82  3/83  1/79  

PCA-MI-LS-SVM  1/87  6/91  80  
PCA-PSO-LS-SVM  4/88  8/91  7/82  
MI-MCS-FWSVM  5/93  1/94  5/92  

ANNPSO  1/94  1/92  8/92  
 
LS: Logistic Regression 
SVM: Support Vector Machine 
PCA: Principal Component Analysis  
MI: Mutual Information 
PSO: particle swarm optimization  
MCS: Modified Cuckoo Search 
FWSVM: Feature Weighted Support Vector Machines 
ANNPSO: artificial neural network - particle swarm optimizatio 

  

  

  
  

مقایسه عملکرد روش پیشنهادي با چند روش مبتنی  :1شماره  نمودار
  بر یادگیري ماشین

  

 [
 D

ow
nl

oa
de

d 
fr

om
 jm

um
s.

m
az

um
s.

ac
.ir

 o
n 

20
26

-0
2-

15
 ]

 

                               6 / 9

http://jmums.mazums.ac.ir/article-1-13647-en.html


   2نوع ابتیابتلا به د ینیب شیپ
 

 1399، آذر  191دوره سی ام، شماره               مجله دانشگاه علوم پزشکی مازندران                                                                                       28

 ،در معیارهاي دقــت 2شماره نمودارروش پیشنهادي در
(رگرسیون، کاوي با سه تکنیک داده گیژوی ،حساسیت

ســه مقای گیري) موردشبکه عصبی مصنوعی و در تصمیم
نظــر نشــان قرار گرفته اســت. نتــایج مقایســه شــکل مــورد

دقــت،  دهد کــه روش پیشــنهادي در ســه معیــار ارزیــابیمی
شبکه  هاي رگرسیون،ویژگی و حساسیت نسبت به تکنیک
گیري عملکرد بهتــري عصبی مصنوعی و درخت تصمیم

  دارد.
  

 

  
  

، مقایسه عملکرد روش پیشنهادي با روش رگرسیون :2شماره  نمودار
  شبکه عصبی و درخت تصمیم گیري

  

  بحث
 2راساس پرونده بیماران دیابتی نــوع باین مطالعه  در

یــک  ،و اطلاعــات ارزشــمند موجــود در ایــن رکوردهــا
سیستم مبتنی بر شبکه عصبی مصــنوعی بــا یــادگیري بــه 

 ایــن کمــک هــوش دســته جمعــی ارائــه شــد و براســاس
 متقاضی، در افراد 2هاي آموزشی، بیماري دیابت نوعداده

ساعت  2غلظت گلوکز پلاسما  فقط با دو آزمایش بالینی
ســاعته  2ســرم و  در آزمــایش تحمــل گلــوکز خــوراکی

  تشخیص داده شود. انسولی
بینــی بــه پــیش و همکــاران اي که کــاووردر مطالعه
 pima مجموعــه دادهبــا اســتفاده از  2نــوع  بیماري دیابت

 تــرینلین مهمسرم انسوسطح  داده شد،نشان ، اندپرداخته
ویژگی در افراد دیابتی است، اگر مقدار انســولین بــالاي 

 دهــد فــرد مبــتلا بــه دیابــت اســت.باشــد نشــان مــی 800
 ها به جز الگوریتم پیشنهادينتایج تمام الگوریتمبراساس 

 درصــد 78تــر از داراي نرخ دقت کم کاوور و همکاران
  ).11(باشندمی

ــــاپادمانابهان  ــــا ا وآنانس ــــاران ب ــــتفاده ازهمک    س
Naïve Bayes  روش تشخیص رتینوپاتی دیابتی را ارائــه

بینی بیماري در مراحــل اولیــه کمــک اند که به پیشداده
انجــام  pima بــر روي مجموعــه داده مطالعهکند. این می

  .)12(دقت بالایی دست یافته است به شد و
بینــی اولیــه پــیشدر بررســی  و همکــارانعسگرنژاد 

 هايروش با استفاده ازرا  pima عه دادهمجموروي دیابت بر 
  .)13(درصد رسیدند 35/84به دقت  ،يمختلف داده کاو

و همکاران به افــزایش دقــت  اي که دويدر مطالعه
 بنــدياند، روش طبقهپرداخته 2نوع  بینی بیماري دیابتپیش

SVM (Support Vector Machine)  ،Naïve Bayes 
از ه مــورد نظـــر مطالعـــ. در گرفــتمــورد بررســـی قرار

ــی روش ــردازش ترکیب ــیش پ جــایگزینی جهــت هــاي پ
ــه اســتفاده شــد مقــادیر گمشــده ســازي و در نهایــت بهین

 انتخاب با استفاده از الگوریتم ژنتیــک بــر روي دیتاســت
Pima در مطالعــه همکاران  و هووانگ. )14(انجام گرفت
تصمیم، جنگــل  هاي درختبا استفاده از الگوریتمخود، 

بینــی به پــیش شین بردار پشتیبان، شبکه بیزینتصادفی، ما
استفاده از ایــن روش و با  اندپرداخته 2نوع  بیماري دیابت
  .)15(درصد رسیدند 60به دقت بالاي 

بینــی بیمــاري براي پیشنیز و همکاران بالاکریشنان 
اســتفاده  SVM و Naïve Bayes هــاياز الگــوریتم ،دیابــت

و با استفاده از  pima تاستکار بر روي دی باها آن. ندکرد
کــاوي هــاي دادهبه بررسی دقت الگــوریتموکا،  افزارنرم

و یک روش انتخاب ویژگی بــراي پیــدا کــردن پرداخته 
یک زیرمجموعه ویژگی مطلوب پیشنهاد دادند که دقت 

 هــايتحلیل .بالا برده استرا  svmو  naïve bayes بنديطبقه
کــه  هی مقایسه کــردخود را در نمـودار سـطح زیـر منحن

  ).16(به دقت بالاتري رسید SVM الگوریتم در نهایت
و همکاران یک رویکرد ادغامی بــین کراتی ساکنا 

 براي تشــخیص SVM ،knn(K Nearest Neighbor) روش
ــت ــوع  بیمــاري دیاب ــر روي  2ن ــه دادهب  را pima مجموع
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 پژوهشی

نیــز در ایــن  knnرســیدند کــه ارائه دادند و بــه ایــن نتیجــه 
جــز  2بیمــاري دیابــت نــوع  داده جهت تشخیصمجموعه 

باشــد و هــاي هــوش مصــنوعی مــیمــوثرترین الگــوریتم
  .)17(درصد برسد 66توانسته به میانگین دقت 

بررســی جــامع  بــه و همکاراناي که پاوار در مطالعه
در بهداشــت و درمــان  2نــوع  در مورد تشــخیص دیابــت

ـر هــاي خــود را در نمـــودار ســـطح زیــتحلیل پرداختند،
 کــه الگــوریتم و نتــایج نشــان دادمنحنی مقایســه کردنــد 

SVM 18(به دقت بالاتري براي تشخیص رسیده است(.  
 بـا اســـتفاده در مطالعه خود، زاده و همکاراننگريل

 بینی تولد نــوزاد نــارس در مــادراناز شـبکه عصـبی بـه پیش
اســـتفاده از شــبکه  ،که نتایج نشـــان داد ندباردار پرداختـ

بینی نتیجـه زایمـان از نظـر لایه براي پیش پترون چندپرس
تولد نوزاد ترم یا نوزاد نارس در مادران بـاردار از طریـق 

توانــد در پیشــگیري از هاي کمــک بــاروري مــیفناوري
در  .)19(کننــده باشــدعـوارض تولد نوزاد نــارس کمــک

روش پیشنهادي شبکه عصبی مصنوعی به کمک هــوش 
ــرین اوزان یــک شــبکه عصــبی دســته جمعــی ذرات ب هت

و  همصنوعی را به کمک داده آموزشــی مدلســازي کــرد
ئه داد که متوسط خطاي ابینی دیابت را اریک مدل پیش

عنــوان تــابع هــدف بعــد از یکســري تکــرار مدلسازي بــه

جا که دقت روش پیشنهادي بــه کمینه شد. در واقع از آن
انتخاب مناســب اوزان شــبکه عصــبی مصــنوعی بســتگی 

لذا با انتخاب مناسب اوزان مســئله متوســط خطــاي  ،اردد
سازي کمینه شد و استفاده از الگوریتم هــوش دســته مدل

هــر تکــرار متوســط کمینــه خطــاي  جمعی، باعث شد در
سازي کاهش یابد. همچنین با افــزایش تعــداد ذرات مدل

عصــبی مصــنوعی کار رفته در روش پیشنهادي شــبکه ه ب
تــري نســبت بــه هــاي بهینــهنتر آموزش یافــت و وزدقیق

دست آمد. علاوه بر این با افــزایش هتر بهاي کمجمعیت
جمعیت اولیه و تعداد تکرارها عــلاوه بــر افــزایش دقــت 

و  هــاي حساســیت روش پیشنهادي باعــث بهبــود پــارامتر
رود مــدل ارائــه شــده در ایــن نیز شد. انتظار مــی ویژگی

هــاي امــهمطالعه در مراحــل بعــدي جهــت اســتفاده در برن
 غربالگري جهت تعیین میزان خطر ابتلا و پیشــرفت بیمــاري

 همچنــین کمبـــود داده بـــه منظـــور مورد استفاده قرار گیرد.
 ازهـــا هاي گمشــده در نمونـــهتر مدل، دادهآموزش بیش

 طــور حــتمکــه بــه باشــدمــیهاي ایــن مطالعــه محدودیت
بهبــود تـــوان هاي ارائه شـده در ایـن مطالعـه را مـیمدل

 مـده داراي دقتآدسـت بخشید. هر چند مدل الگـوریتم بـه
 تـــوانهـاي جدیـد مـیآوري دادهبالایی است امـا بـا جمـع

 .)20(مـدل را مجـدد آمـوزش و دقـت آن را افـزایش داد
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